
Goal: Amodal Instance Level Video Segmentation – predicting and 
forecasting the object extend beyond the visible

SAIL-VOS: Semantic Amodal Instance Level Video Object Segmentation
– A Synthetic Dataset and Baselines

1. Introduction 3.  SAIL-VOS Dataset
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• Contains diverse scenes (outdoor/indoor), different weather (sunny/rainy/storm), different lighting conditions (day/night)
• Provides annotations for modal segmentation, amodal segmentation, depth ordering and 2d/3d human pose

• We record the RGB image and the corresponding depth and stencil buffer
• Modal and amodal masks: computed using depth and stencil buffer
• Object tracking: achieved by accessing the rendering resources via 

the ScriptHookV library
• Semantic class label: obtained by grouping the name associated with 

the 3D model file of each object
• Other data: depth ordering, human 2d and 3d pose

5. Baselines and Results2. Dataset Collection Methodology
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Issue: Only image datasets for amodal segmentation available
Contribution: First video dataset & methods that use temporal context 

Grand Theft Auto V (GTA-V) is used to automate dataset collection

4. Statistics
Comparisons with other datasets: Evaluation on the SAIL-VOS dataset in the class agnostic setting:

Qualitative Results:
Groundtruth MaskAmodal MaskJoint ORCNN

Video Object Segmentation:
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DAVIS results with and without 
pretraining on SAIL-VOS:

More details and 
results on:
http://sailvos.web.
illinois.edu


