
Problem
• Instance level segmentation of multiple objects in videos
• Semi-supervised setting (ground truth of the 1st frame given)

Challenges: occlusion, deformation, dynamic background

VideoMatch: Matching based Video Object Segmentation
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Problem definition
• Input: a video sequence !", !$, … , !& + ground truth 

mask for the first frame '"∗
• Goal: predict segmentation mask '$, '), … , '&

Approach
• Match between image !* and the template !" using 

the proposed soft matching layer
Notation

• x*: features extracted from frame !*
• m- = /"0 : 2 ∈ 4('"∗ = 1) , the set of FG features
• m8 = x"0 : 2 ∈ 4('"∗ = 0) , the set of BG features

4. Online Update

Input: two sets of features x* and m
Output: a matching score matrix measuring the 
compatibility of every pixel in the frame !* with the FG or BG 
pixels
• :(x*0 , m;): a function measuring the similarity between 

two features x*0 and m;; we use cosine similarity
• Compute average top K along the second axis
• End-to-end trainable

5. Experimental Results

• Remove outliers using the last prediction
• Update m<: add the features of pixels that are 

predicted as FG but not in ='*>"
• Update m?: add the features of pixels that are 

predicted as FG with high confidence and far 
from object boundary
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3. Soft Matching Layer
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Ablation study
• On DAVIS-16

• Effect of K in the soft 
matching layer

Existing methods: require fine-tuning -> slow

Our work
• Formulates as a matching problem
• Requires no fine-tuning -> fast
• On par performance compared to fine-tuned methods 

Qualitative results of our method

Failure cases
• Similar appearance/tiny objects

Quantitative results
• Intersection over union (IoU) vs 

speed on DAVIS-16

• IoU on Youtube-Object dataset
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